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Abstract Even though vowel deletion in Russian is lexically-restricted, the identity
of alternating vowels is partially predictable: only mid vowels delete, but even mid
vowels cannot delete in some contexts. We report on two nonce word studies ask-
ing Russian speakers to rate paradigms in which a vowel was deleted. The ratings
strongly correlated with the quality of the vowel: deletion of mid vowels was rated
higher than deletion of high and low vowels. We also found that deletion in certain
syllabic contexts was rated as ungrammatical: deletion cannot affect words that have
a complex coda, and it cannot create clusters with a medial sonorant. Finally, deletion
in disyllables was rated higher than deletion in monosyllables, reflecting the trends
in the lexicon. These results suggest that even for this lexically-restricted alternation,
speakers have formed a phonological generalization.

Keywords Lexically indexed constraints · Lexical exceptions · Yer deletion ·
Russian · Wug test · Analogy · Allomorphy

1 Introduction

Russian has a rule known as yer deletion.1 As shown in (1), the last vowel of the stem
deletes when a vowel-initial suffix is attached. Yer deletion is lexically-restricted:
in the same consonantal context, most words either have vowels that don’t delete

1Yers, or jers, are named after the Old Church Slavonic letters � and �, which were used to write the
historical ancestors of modern alternating vowels. All Slavic languages have inherited vowel-zero alterna-
tions that can be traced to the proto-language, so the term is not specific to Russian (see Jetchev 1997 for
Bulgarian; Zec 1988 et seq. for Serbo-Croatian; Kenstowicz and Rubach 1987 for Slovak; Bethin 1992;
Rowicka 1999 and many others for Polish).

M. Gouskova (�) · M. Becker
New York University, New York, NY, USA
e-mail: maria.gouskova@nyu.edu

mailto:maria.gouskova@nyu.edu


736 M. Gouskova, M. Becker

(see (2a, 2b)) or clusters that are never interrupted by a vowel (cf. (1a) and (2c)).2

(1) Some typical yer alternations from Russian

a. �atjór �atr-ú ‘tabernacle (nom/dat sg)’
b. kavjór kavr-á ‘carpet (nom/gen sg)’
c. kaljé� kalj�-ó ‘ring (gen pl/nom sg)’

(2) Lack of alternations in identical contexts

a. matór matór-u ‘motor (nom/dat sg)’
b. �ravjór �ravjór-� ‘engraver (nom/gen sg)’
c. mjétr mjétr-u ‘meter (nom/gen sg)’

Like many lexically-restricted alternations, this one was once fully productive: the
alternating vowels derive from the high lax vowels [�] and [�], which have merged
with [e] and [o] (see Lightner 1965; Kiparsky 1979; Vlasto 1986). As a result of
historical change, Russian mid vowels now come in two varieties: deleting and non-
deleting. The main question we ask is whether speakers form generalizations over
the quality and context of the alternating yer vowels and apply these generalizations
productively to nonce words (“wugs”, Berko 1958).

We show that Russian speakers know the generalizations that govern yer dele-
tion, as demonstrated in ratings of nonce paradigms. We asked people to rate pairs
of nonce words with deletion alternations that either followed the attested pat-
tern (e.g., [tjipjés]∼[tjips-á]) or one of several unattested patterns (e.g., deletion of
non-mid vowels, as in [karút]∼[kart-á], deletion in words with word-final clusters,
as in [sótr]∼[str-á], and deletion that creates sonority sequencing violations, as in
[kasnjét]∼[kasnt-á]). People prefer wugs that match attested patterns. We moreover
discovered that people extend lexical trends to nonce words. For example, alterna-
tions are more likely to be rated as acceptable when the wugs are longer than one
syllable; even though monosyllabic yer words do exist in Russian, they are rare, and
speakers don’t find them as acceptable as yers in polysyllables. Nonce yer words
are also unacceptable if they delete a non-mid vowel or contain a final consonant
cluster—even if this cluster is not created by deletion. The results show that speakers
apply phonological patterns from the lexicon to nonce words. This is remarkable,
because yer deletion is not productively extended to neologisms or to loanwords
in Russian. The experimental methodology probes Russian speakers’ grammatical
knowledge about various aspects of yer alternations, identifying those properties of
yer words that are phonologically-relevant.

There is growing evidence that speakers have detailed knowledge about phono-
logical trends in their lexicon (Albright et al. 2001; Albright and Hayes 2002,

2The following abbreviations are used in glosses: “nom” for “nominative”, “dat” for “dative”, “gen” for
“genitive”, “acc” for “accusative”, “inst” for “instrumental”, “sg” for “singular”, “pl” for “plural”, “adj”
for “adjective”, “pred” for “predicative”, “dim” for “diminutive”, “masc” for “masculine”, “fem” for “fem-
inine”. All the data are transcribed in IPA and come from one of the authors, unless otherwise indicated.
Stress is shown with an acute accent on the vowel that bears it. Yer alternations often cooccur with palatal-
ization alternations; we transcribe but do not analyze them. See Iosad and Morén-Duolljá (2010) and
Padgett (2010) for recent discussions of palatalization in Russian.
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2003, 2006; Zuraw 2000; Ernestus and Baayen 2003; Pierrehumbert 2006; Becker
2009; Becker et al. 2011; Hayes and Londe 2006). The theoretical treatment of
lexically-restricted rules has been more controversial, however. Some proposals con-
trastively underspecify individual alternating segments in the UR (Lightner 1972;
Kenstowicz and Rubach 1987; Inkelas et al. 1997), others develop subphonolo-
gies that apply only to subsets of morphemes (Jarosz 2008; Becker et al. 2011;
Gouskova 2012), and still others list the alternating morphemes as suppletive allo-
morphs (Rubach and Booij 2001; Green 2007). We demonstrate that speakers have
fairly detailed knowledge of the phonological properties of alternating morphemes,
contrary to what one might expect given underspecification theories that stipulate the
identities of the alternating segments. On the other hand, the speakers’ knowledge is
not so detailed as to project the properties of alternating morphemes directly from
the lexicon by proportional analogy. Speakers do extract generalizations about the
alternations rather than relying on gross similarity to other alternating words.

The rest of the paper is structured as follows. Section 2 reviews three competing
theories of lexically-restricted alternations. Section 2.1 presents our theoretical as-
sumptions about how exceptional phonology is captured in the grammar and presents
the generalizations about yer deletion in Russian that we test in our subsequent stud-
ies. Sections 2.2 and 2.3 present two alternative theories of lexically-restricted phono-
logical alternations and the predictions they make. Section 3 presents a quantitative
study of the Russian lexicon. In Sects. 4 and 5, we report on the two rating studies we
conducted. The first study looks at the effects of vowel quality, morphological class,
order of presentation, and syllable count. The second study tests some more specific
hypotheses about the blocking effects of syllable structure constraints. Finally, Sect. 6
concludes.

2 Lexically-restricted phonology at the level of the morpheme

Lexically specific rules such as yer deletion have been approached in a variety of ways
in phonological theory. In this section, we review the morpheme-by-morpheme the-
ory, segment-by-segment theory, and phonologically conditioned suppletive allomor-
phy theory of restricted alternations. Our primary concern here is whether and how
these theories derive phonological generalizations about alternating morphemes. As
we will argue, there are systematic gaps in yer alternations that are left unexplained
in segment-by-segment and allomorphy theories.

2.1 Morpheme-level exceptionality and constraint cloning

Under the whole morpheme approach, each morpheme is specified in the lexicon for
syntactic, semantic, and phonological idiosyncrasy (Lieber 1980 and others), but such
marking does not extend below the morpheme level. We implement phonological
idiosyncrasy as constraint indexation, or cloning, in Optimality Theory (Pater 2006,
2008; Becker 2009; Becker et al. 2011, among others): two clones are made of a
constraint, with some morphemes indexed to one clone and other morphemes indexed
to the other clone.
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Our analysis aims to capture several generalizations about the quality and posi-
tion of alternating vowels. First, Gouskova (2012) argues that these vowels must be
mid: [e] and [o] can delete, whereas [i], [u], and [a] do not (see (3)). Russian has
lexical stress and vowel reduction, so the deleting vowels can be either stressed [é,
ó] or reduced in unstressed position to [i] and [�] depending on whether the pre-
ceding consonant is palatalized (Crosswhite 1999; Padgett and Tabain 2005). Mid
vowels never reduce to [u], and this vowel cannot alternate with zero (see (4)).

(3) Yer deletion in Russian: stressed mid vowels alternate with zero

a. [ó]∼∅ babjór babr-á ‘beaver (nom/acc sg)’
b. [é]∼∅ rjimjénj rjimnj-á ‘belt (nom/gen sg)’
c. *[ú]∼∅ *babúr babr-á unattested
d. *[á]∼∅ *rjimánj rjimnj-á unattested

(4) Reduced unstressed allophones of [é] and [ó]—{�, i}—alternate with zero,
but [u] doesn’t

a. [�]∼∅ kúk�l kúkl-� ‘doll (gen pl/nom sg)’
b. [i]∼∅ sósjin sasn-á ‘pine (gen pl/nom sg)’
c. *[u]∼∅ *kókul kókl-� unattested

Second, there are phonotactic constraints on deletion. Mid vowels delete when
the result is a medial two-consonant cluster (see (5)) or a CCC cluster with a medial
obstruent (see (6)), but deletion does not create CRC clusters with a medial sonorant
(see (7)) or word-final CC clusters (see (7)).

(5) Yer deletion creates medial CC clusters

a. rubjé� rup-�-á ‘scar (nom/gen sg)’
b. k�msamólji� k�msamólj-�-� ‘a member of the Komsomol

(nom/gen sg)’

(6) Yer deletion creates medial CCC clusters that respect sonority sequencing

a. kastjór kastr-á ‘fire (nom/gen sg)’
b. svjist-ók svjist-k-á ‘whistle (nom/gen sg)’
c. dól�-�n dal�-n-á ‘must (masc/fem pred adj)’
d. njjujórk-ji� njjujórk-�-� ‘New Yorker (nom/gen sg)’

(7) Vowel-zero alternations blocked in suffix if CRC or CC# cluster would result

Nom. Sg. Gen. Sg.
a. arl-jé� arlj-i�-á ‘rhodonite’ *arl�á
b. makr-jé� makr-ji�-á ‘midge’ *makr�á
c. umn-jé� umn-ji�-á ‘smart-ass’ *umn�á
d. *rúp-� rup-�-á cf. (5a)
e. *k�msamól-j� k�msamól-j�-� cf. (5b)

Although CRC and CC# clusters cannot be created by yer deletion, both types
of clusters are permitted in Russian (see (8)). Thus, constraints against such clusters



Nonce words show that Russian yer alternations are governed 739

block vowel deletion but do not trigger vowel epenthesis or consonant deletion. There

are a few exceptions to CRC blocking, too: note (8a), which contains the same suffix

as the examples in (7).3

(8) Examples of medial CRC clusters

a. á�n-�-� ‘lamb of god (gen sg)’ cf. á�nj-i�
(nom sg)

b. bódr-stv-�v-�nj-ij-� ‘alertness’
c. a-smótr-��j-ik ‘surveyor’ cf. asmótr

‘survey’
d. at-m��j-énj-ij-� ‘revenge (archaic)’ cf. mstj-itj

‘to avenge’
(st→��j)

e. kòntr-prjid-la�-énj-ij-� ‘counterproposal’
f. rótmjistr-�-� ‘captain’s wife, captainness’

Third, the vowel that deletes is normally not in the first syllable. In all of the

examples we have cited so far, it is the last vowel in the word that alternates, whether

it belongs to the root or the suffix. Monosyllabic roots tend to resist deletion: there

are a few much-cited examples such as [lop]∼[lb-á] ‘forehead (nom/gen sg)’ and

[rot]∼[rt-á] ‘mouth (nom/gen sg)’, but we will show in our quantitative study of the

lexicon that these famous yer monosyllables are quite atypical in Russian. Most of

the words with deletion are longer than a syllable, and it is always the last vowel that

deletes.

We analyze these generalizations as follows.4 To capture the mid vowel gener-

alization, we index alternating morphemes to the markedness constraint *MIDyer

(Beckman 1997; see (9)). *MIDyer is ranked above MAX-V, triggering the dele-

tion of mid vowels in indexed morphemes such as [�atjóryer ] ‘tabernacle (nom sg)’

(see (10a)). Here, the subscript “yer” is shorthand for {[�atjór], [-e�]}, and all other

yer morphemes. *MIDyer does not apply to morphemes such as [gravjórreg] ‘en-

graver (nom sg)’—for those, the ranking is MAX-V � *MIDreg . Here, the subscript

“reg” is shorthand for {[�ravjór], [mjétr]}, and all other non-alternating (regular) mor-

3The first syllable of [kòntr-prjid-la�-énj-ij-�] has secondary stress because the prefix is exceptional; nor-
mally, non-compound phonological words in Russian have only one stress (Gouskova 2010).
4This analysis is largely parallel to Gouskova (2012), except that we use constraint cloning rather than
Pater-style lexical indexation. The difference between Pater’s (2006) lexical constraint indexation theory
and the cloning theory of Becker et al. (2011) is minor. In Pater’s theory, exceptions are indexed to a
higher-ranked version of a constraint, and the lower-ranked version of the constraint applies generally, to
all items. In the theory of Becker et al., all lexical items are indexed to some constraint: thus, both the
higher and the lower ranked clones of a constraint come with a list of morphemes that they apply to.
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phemes. The ranking MAX-V � *MIDreg favors the retention of the mid vowel in

these words.5

(9) Constraints for basic deletion

*MIDreg : ‘Assign a violation mark for every vowel that is [−high] and
[−low] and is affiliated with a morpheme labeled reg.’

*MIDyer : ‘Assign a violation mark for every vowel that is [−high] and
[−low] and is affiliated with a morpheme labeled yer.’

MAX-V: ‘Assign a violation mark for every vowel in the input that does not
have a correspondent in the output.’

(10) Sketch of a morpheme-level account of Russian yer deletion

We do not treat the deletion of reduced vowels in detail here. In brief, *MID is

independently active in Russian in motivating reduction of unstressed vowels and has

different effects in yer words vs. regular words (Gouskova 2012). In yer words, the

default is to delete mid vowels, reducing them only where deletion is not possible.

On the other hand, in regular words, the default is to reduce rather than delete.6

To analyze the phonotactic blocking of deletion, we posit the constraints *CC#

and SSP (see 11), which dominate *MIDyer as shown in (12).7

5We use comparative tableaux (Prince 2000). Each row contains a winner � loser comparison, and
columns show whether the constraint prefers the winner (W), the loser (L), or neither (empty cell). In
a working grammar, at least one W precedes every L in any given candidate comparison row.
6Non-mid vowels do alternate with zero elsewhere in Russian. For example, the verbal reflexive suffix

[-sja] is realized as [-sj] after vowels; discourse particles [��] and [b	] can also appear as [�] and [p]
respectively. Verbal stems have alternations of stressed [i] and other vowels with zero, which have been
analyzed as yer deletion (see Gouskova 2012 for arguments against such analyses). In nouns, however,
only mid vowels alternate.
7We assume that morphemes without mid vowels, such as /mudr/ ‘wise’ in (12c), are not indexed to either
clone of *MID, since they vacuously satisfy it. Nothing crucially depends on this, though—as Gouskova
(2012) shows, the analysis works even if learners assume that these morphemes are indexed to *MIDreg .
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(11) Constraints that block yer deletion

*CC#: ‘Assign a violation mark for a word-final consonant sequence.’ (after
Yearley 1995)
SSP: ‘Assign a violation mark for any tautosyllabic sequence of consonants
in which sonority decreases toward the nucleus.’ (Selkirk 1984 and many
others)
MAX-Vσ1: ‘Assign a violation mark for every vowel in the first syllable that
does not have a correspondent in the output.’ (Beckman 1998; Becker et al.
2011, 2012)

(12) Yer deletion cannot create a final cluster (CC#) or a medial Sonority Se-
quencing Principle (SSP) violation: *CC#, SSP � *MIDyer

To analyze the resistance of first-syllable mid vowels to deletion, we posit that the
positional faithfulness constraint MAX-Vσ1 dominates *MID for most yer words.8

This constraint has several effects. First, it ensures that the first and not the second
vowel is preserved in words with two mid vowels. Second, it protects both vowels
from deleting simultaneously in disyllables. Third, it protects most monosyllables
from losing their vowels. Thus, the diminutive form of the word /kovjor/ ‘carpet’,
[kóvr-jik], preserves the first vowel of the stem, which does not satisfy *MIDyer

quite as well as deleting both vowels would. Most monosyllables in the language
are indexed to MAX-Vσ1, but a handful of monosyllabic yer words do have deletion,
such as [ljón] ∼ [ljn-á] ‘linen (nom/gen sg)’.9 Yer words are thus segregated by size:
the clone of MAX-Vσ1m.yer lists the few monosyllabic yer words, and the clone of
MAX-Vσ1p.yer,reg lists most other yer words, which are polysyllabic.

8To implement this analysis explicitly, we would have to assume the Harmonic Serialism view of posi-
tional faithfulness constraints (Jesney 2011): since correct syllabification in the input is not guaranteed,
faithfulness constraints cannot refer to the initial syllable of a root in the input; the constraints instead refer
to the fully faithful candidate that is the first stage of a phonological derivation.
9Words such as [sot-	] ‘honeycomb’ historically had yers (Vasmer 1958; Gouskova 2012) but have regu-

larized over time. Monosyllabic words such as [ljot]∼[ljd-a] ‘ice (nom/gen sg)’ seem to be headed in the
direction of regularization: they variably keep their vowels in compounds and with derivational suffixes,
for example (Gouskova 2010:438–439). Another track for regularization in Russian has been to lose the
yer vowel altogether: thus, [mgl-á] ‘mist’, which historically had a yer between the first two consonants,
has a paradigm gap in the genitive plural instead of the expected *[m�ol] or *[mo�l] (cf. the Polish cognate
[m�w-a]∼[m�jew]). For more on paradigm gaps in Russian, see Halle (1973) et seq.
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(13) Initial syllables are protected from deletion

Gouskova (2012) has a different analysis of the positional generalization, arguing
that the deletion of both vowels in words such as /kovjoryer -ik/ to *[kvrjik] is blocked
by the prohibition on three-consonant clusters. This analysis explains why there are
also no synchronic yer alternations in words such as [mjestj] ‘revenge’, which histor-
ically had yers in them. As we will show shortly, there is a better explanation for the
behavior of [mjestj]: monosyllables tend to resist alternations, as do words with coda
clusters.

Two things are worth noting about the analysis: the constraints we use are indepen-
dently motivated cross-linguistically, and the analysis makes predictions about how
alternations should be generalized. The set of constraints available for indexation is
the same as the content of CON, which is assumed to be universal in the strongest
version of OT (Prince and Smolensky 1993/2004). Our analysis derives the mid qual-
ity of alternating vowels from their markedness, and thus the mid quality of yers is
captured systematically. Cross-linguistic evidence for *MID comes from vowel har-
mony in languages such as Shona (Beckman 1997), unstressed vowel reduction in
languages such as Portuguese and Russian (Crosswhite 1999), and vowel inventory
systems (Crothers 1978; Flemming 1995; Hall 2011). Non-mid vowels surface faith-
fully (as in [dúp]∼[dúb�] ‘oak (nom/gen sg)’), since MAX-V dominates all other
constraints that could favor the deletion of other vowels. Even if *MID is not univer-
sal, there is evidence for its presence in the phonotactics, and the constraint would
be available to Russian speakers. Mid vowels are targeted for alternation in Russian
for the same reason that other languages avoid them altogether: they are marked for
dispersion-theoretic reasons (Crosswhite 1999). The other constraints we use are also
typologically well-motivated: the constraint against word-final clusters, the SSP, and
faithfulness to initial syllables are all familiar from other languages.

We predict that given a novel paradigm with vowel-zero alternations, Russian
speakers will accept it if the grammar can produce it. Generalizations about quality
(*MID) and position (*CC#, SSP, MAX-Vσ1) should be extended to new paradigms.
In our theory of lexically-restricted alternations, constraints are indexed to mor-
phemes in the process of learning the lexicon (Pater 2008; Becker et al. 2011). When
the learner detects an inconsistency in the target language (e.g., mid vowels delete in
some words but not in other phonologically similar words), the relevant constraints
are cloned to resolve the inconsistency. Morphemes are indexed to the appropriate
higher or lower ranked clone of a constraint. Thus, when a Russian speaker is pre-
sented with a new morpheme that has deletion, e.g., [matón]∼[matn-á], it will be
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checked for consistency with *MIDyer � MAX-V or MAX-V � *MIDreg (see (14)).
In this derivation, the winner depends on the treatment of the word as yer word or a
non-yer word. Both deletion and retention of the vowel are allowed by the grammar,
so the deletion candidate is acceptable.

(14) Derivation of a novel polysyllable with a mid vowel

Since MAX-V dominates all constraints that might favor the deletion of non-mid
vowels in nouns (e.g., *PEAK/HIGHV or PARSE-σ ), we predict that speakers will not
be able to grant optimal status to nonce word alternations such as [karút]∼[kart-á], in
which high vowels delete (see (15)). The only thing this grammar allows is retention
of the vowel. The candidate with deletion has no constraint that’s sufficiently highly
ranked to prefer it.

(15) Derivation of a novel word with a non-mid vowel

Since *MIDyer is dominated by constraints against CC# and CRC clusters, nonce
word alternations that create such clusters should also be rejected. Finally, deletion in
the word-initial syllable violates MAX-Vσ1, which most yer words are not allowed
to violate. As shown in (16), the grammar admits both deletion and retention of the
vowel, but deletion requires the word to be treated as part of the smallest minority: it
has to be associated with the higher clone of *MID (just like [maton]), but also with
the lower ranking clone of MAX-Vσ1. Since people are biased towards favoring
majority patterns (Hayes et al. 2009 and others), we expect them to not reject nonce
yer monosyllables outright but to disprefer them nonetheless.

(16) Derivation of a novel monosyllable with a mid vowel in it

Our morpheme-by-morpheme account can be contrasted with two alternatives. In
discussing the alternatives, we will focus on whether the theories account for the
phonological generalizations about yer deletion, and which aspects of deletion they
predict to be extended to nonce words.
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2.2 Alternative I: abstract segment-by-segment marking

The first alternative we consider is the segment-by-segment theory of lexically-
restricted alternations. Most existing analyses of yers (Lightner 1972; Pesetsky 1979;
Rubach 1986, 2000; Kenstowicz and Rubach 1987; Melvold 1989; Yearley 1995;
Matushansky 2002; Halle and Matushansky 2006) are segment-by-segment analy-
ses: they assume that it is not possible to predict which vowels will delete, and that
the alternating vowels are marked in the UR.10 Thus, certain segments are labeled
as special in the underlying representation of the morpheme: for example, [rjimjénj]
‘belt’, a yer word, is underlyingly /rjimjEnj/; capitalization represents some underly-
ing structural or featural defect. On the other hand, [tjuljénj] ‘seal’, a regular word,
is underlyingly /tjuljenj/, with a regular vowel. Analyses differ in the UR defect they
posit for yers. Thus, yers are often assumed to be either underlyingly high and lax
(Lightner 1972; Halle and Matushansky 2006) or underlyingly moraless (Kenstow-
icz and Rubach 1987; Yearley 1995). The phonological grammar itself is set up to
reroute these segments for special treatment. They will be deleted in some contexts
and merged with regular mid vowels in others; a popular traditional approach follow-
ing Lightner (1972) posits that the context for yer realization is before other yers, and
all other yers are deleted.

Segment-by-segment analyses predict that generalizations about quality and posi-
tion of alternating vowels should not be extended to nonce words—after all, if there
were generalizations to be made, the vowels would not need to be marked for dele-
tion in the UR. This must be qualified somewhat, since some segment-by-segment
approaches capture one of the generalizations but not the others. Marking yers as
non-moraic in the UR misses the mid quality generalization, since any vowel can
in principle be labeled as non-moraic in the UR.11 Conversely, many segment-by-
segment analyses assume that yers are realized when they are followed by a yer in
the UR but delete otherwise (Lightner 1972 et seq.). This misses the positional gen-
eralizations we identified: deletion cannot affect a monosyllable or create a complex
coda cluster or a sonority sequencing violation.12 In order to capture these generaliza-
tions, one would have to abandon the core idea underlying the segment-by-segment
treatment of lexically-restricted alternations. We will argue that both the quality and
the positional generalizations are robust, based on our experimental results.

While segment-by-segment analyses can be improved by incorporating categori-
cal restrictions on yer deletion, such as the restriction to mid vowels, it is even harder

10Analyses in this spirit have been proposed for many other lexically-restricted rules outside Slavic (Mar-
lett and Stemberger 1983; Harris 1985; Inkelas and Orgun 1995; Martínez 2008).
11A reviewer suggests that the segment-by-segment analyses can be modified to capture the quality gener-
alization: for example, in the moraless analysis, a faithfulness constraint MSEG-μ-[mid] could be ranked
above the constraint against moraless vowels and thus prevent mora insertion on mid vowels alone. While
it is possible to modify the segment-by-segment analyses in this way, doing so dissolves the very argument
for segment-by-segment marking: after all, if the position and quality of alternating vowels follow from
the phonological analysis, why do they need to be marked as special in the UR?
12Abstract segment-by-segment marking in the UR also does not entirely resolve the problem of lexically-
restricted phonology: in Russian, vowel-zero alternation patterns differ in lexical categories, with verbs
subject to some constraints and nouns to others (we only examine nouns in this paper). Additional mecha-
nisms are needed to capture such differences.



Nonce words show that Russian yer alternations are governed 745

to see how they can cover trends, such as the trend against deletion in monosyllables.
Deletion must be allowed, but dispreferred, and a categorical grammar cannot ex-
press this. This problem is not unique to Russian: in Turkish, voicing alternations are
allowed but not required both in monosyllables and in polysyllables, but they are less
common in monosyllables (Becker et al. 2011). Segment-by-segment analyses (e.g.,
Inkelas and Orgun 1995) mark alternations on underlying representations, making no
predictions about speakers’ treatment of novel words. On the other hand, morpheme
indexation can capture trends by allowing morphemes to pattern differently.

2.3 Alternative II: suppletive allomorphy and analogy

Another approach to lexically-restricted alternations is the suppletive allomorphy the-
ory. In an allomorphy account, regular, non-alternating morphemes have a single allo-
morph, whereas alternating morphemes have two. Thus, a non-alternating word such
as [tjuljénj] ‘seal’ is stored as /tjuljenj/, whereas a yer word such as ‘belt’ would be
stored as both /rjimjenj/ and /rjimnj/. The choice of allomorph can be handled either
in a phonological grammar or an analogy module. Analyses of the first type attribute
the choice between allomorphs to markedness. (This style of account has not been
pursued for Russian yers, but see Rubach and Booij 2001 for Polish iotation and
Green 2007 for Welsh vowel alternations.) A suppletive allomorphy analysis of Rus-
sian yer deletion would explain the mid quality generalization by recruiting *MID

to select the vowelless allomorph of the root when a vowel suffix follows ([rjimnj-í]
� [rjimjénj-i] ‘belt (nom pl)’). The phonotactic blocking would follow from con-
straints such as *CC# and SSP dominating *MID, which would favor the vowelful
allomorph in cases where vowelless allomorphs violate the constraints ([rjimjénj] �
[rjimjnj] ‘belt (nom sg)’). MAX-V is undominated, so there is no deletion in words
with just one UR, such as the non-alternating [tjuljenj] ‘seal’.

(17) Selection of allomorphs in a suppletive account of yer alternations

The allomorphy account does not view the alternations as unfaithful mappings
and therefore denies any role for faithfulness, so it cannot appeal to the positional
constraint MAX-Vσ1 to explain why monosyllables tend to not alternate. There are
possible markedness explanations—for example, the allomorphy theory could recruit
a minimal word requirement such as FTBIN to favor the vowelful monosyllabic allo-
morphs both in affixed and unaffixed forms. But this would block alternations cate-
gorically in all monosyllables, rather than capture the tendency for monosyllables to
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not alternate. In order to capture the lexical tendencies, this theory would have to rely
on analogy.

One of the reasons for treating these kinds of alternations as phonologically-
conditioned allomorphy is that they are not usually productively extended to loan-
words and novel words: thus, speakers know the phonological conditioning for which
allomorphs occur where, but they do not generalize the pattern, because there is no
specific grammar that will allow them to do so. It is not clear, therefore, that this
theory should even make predictions about nonce word alternations. Yet, as we will
show, people do have clear intuitions about nonce words—which we will argue im-
plies grammatical knowledge.

Another concern about this approach is that it treats restricted alternations on a
par with truly suppletive allomorphy, whereas the two classes of alternations are not
the same typologically.13 The account in (17) must assume that the insertion of a
root allomorph is conditioned at least in part by the phonological properties of an af-
fix. This assumption is problematic from a typological standpoint: uncontroversially
suppletive root allomorphy (e.g., go/went, person/people) can be conditioned by the
morphosyntactic features of outer morphemes, but not by their phonological prop-
erties (Carstairs 1988; Bobaljik 2000; Paster 2006; Wolf 2013). To treat phonologi-
cally related words in the same way as suppletive allomorphs would mean predict-
ing phonologically-conditioned outwards-looking allomorphy, which does not hap-
pen. Our approach distinguishes truly suppletive allomorphy from lexically-restricted
phonology and is in principle compatible with serial root-outwards morpheme inser-
tion (Bobaljik 2000; Wolf 2011).

Thus, it is not clear that suppletive allomorphy can use the phonological gram-
mar to make predictions about nonce word alternations. Green (2007) suggests an
alternative: extension to novel words is done by analogy (see also Pinker and Prince
1988 and Bybee 1995 on analogy in morphological rules of limited productivity).
While analogy is an intuitively appealing notion, all concrete implementations to
date have not been able to overcome the inherent difficulty of analogizing in the way
that humans do. In particular, Albright and Hayes (2003) show that models of anal-
ogy fail to recognize islands of reliability: phonologically local generalizations about
the phonological shape of morphemes that reliably undergo or fail to undergo alter-
nations. In our case, words with complex codas form an island of reliability where
no yer alternations are allowed. Instead of analogy, Albright and Hayes (2003) use
gradiently applicable grammatical principles that apply to all words, regular or irreg-
ular. Our constraint cloning approach similarly applies grammatical principles (in our
case, constraint rankings) to subsets of the lexicon. In Sect. 5.4, we will argue that
grammatical principles explain our results better than the standard lexical similarity
measures such as neighborhood density and transitional probabilities.

13This is one of many arguments against suppletive allomorphy accounts of phonologically restricted
alternations (see Wolf 2013 for more). The original “limited storage” argument against allomorphy and for
unique/abstract underlying representations (Chomsky and Halle 1968; Bromberger and Halle 1989) has
been challenged by psycholinguistic research (see Vaux 2003 for a detailed literature overview).
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3 A statistical analysis of yers in the Russian lexicon

The goal of this section is to verify the generalizations from the phonological analy-
sis in Sect. 2.1. We also want to consider accidental but potentially phonologically-
relevant generalizations about yer morphemes, since such islands of reliability have
been known to affect speaker behavior in wug experiments (Albright and Hayes 2003,
2006).

We extracted the 20,563 masculine second declension nouns from Zaliznjak’s
(1977) dictionary (Usachev 2004) and analyzed the patterning of the yer words in this
corpus. We limited ourselves to masculine second declension nouns so as to match
the items of Experiment 2 (see Sect. 5). Feminine nouns are moreover inconvenient
for corpus analysis, since some of them have paradigm gaps in the genitive plural,
exactly where the yer is expected (Halle 1973 et seq.). Among the masculines, we
found the yer nouns by lining up the nominative singular and genitive plural with a
minimum edit distance algorithm, and then marking stem-internal vowel alternations.
We marked 1,902 nouns (9 %) as containing a yer.

Of the 1,902 alternating nouns, only two had deletion of non-mid vowels: ortho-
graphically, “ko
an∼ko
n-a” ‘head of cabbage (nom/gen sg)’ and “zája�∼záj�-a”
‘hare (nom/gen sg)’. Both of these examples are dubious: [ka
án] is not a yer word in
the standard dialect, and in [záj��], the deleting vowel is unstressed and pronounced
as schwa even though it is written as “a” (Gouskova 2012; fn. 4). We therefore do not
consider these to be exceptions to the quality generalization.

The 20,563 nouns were coded for a variety of phonological factors. We focused
on whether the nouns were monosyllabic, had final clusters (CC#), and had the po-
tential for medial SSP violations (nouns of the form VCRVC#, which, if the under-
lined vowel were deleted, would have a medial CRC cluster). Table 1 shows how the
nouns are distributed within each phonological subclass. Each row for each category
adds up to 20,563, with 18,661 non-yer words and 1,902 non-yer words. As the ta-
ble shows, yer words are far less likely than non-yer words to be monosyllabic, to
have a CR(V)C# cluster, and no yer words have CC# clusters at all. For example,
monosyllables are 0.7 % of yer words, but 8 % of non-yer words.

To assess the strength of these effects, we developed a regression model. Since the
presence of a complex coda precludes yers categorically, a basic logistic regression
model would be non-identifiable (see Sect. 5.8 of Gelman and Hill 2007). Instead
we used the bayesglm() function from the arm (Gelman et al. 2011) package in R
(R Development Core Team 2011). The model in Table 2 confirms that ending in
VCRVC#, VCC# or being monosyllabic are all correlated with a significantly lower
probability of having a yer.

While only complex coda makes the regression model non-identifiable outright,
monosyllabicity is a property of so few yer words that regression modeling is
stretched to its limits. The small number of monosyllabic yer words will not allow us
to dig in deeper and find generalizations about these lexical monosyllables. Deletion
in monosyllables has been argued to be phonotactically controlled: all 14 of the alter-
nating masculines are CVC, and none are CCVC or CVCC (Gouskova 2012 attributes
this to a constraint against #CCC clusters). To the linguist, this seems non-accidental,
but the statistical learner will not be able to learn this difference from a handful of
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Table 1 Percentages of masculine yer and non-yer words in Zaliznjak (1977), by phonological property

Non-yer words Yer words

Yes No Yes No

Monosyllabic? 1,494 (8 %) 17,167 (92 %) 14 (0.7 %) 1,888 (99.3 %)

nós/nas-óf �ra.vjor/�ra.vjor-�f lóp/lb-óf �a.tjór/�a.tr-óf

‘nose’ ‘engraver’ ‘forehead’ ‘tabernacle’

SSP: CR(V)C#? 3,819 (20 %) 14,842 (80 %) 6 (0.3 %) 1,896 (99.7 %)

matrós/matrós-�f mástjir/mastjir-óf á�nji�/á�n�-�f kastjór/kastr-óf

‘sailor’ ‘master’ ‘lamb (of god)’ ‘fire’

CC# 3,177 (17 %) 15,484 (83 %) 0 (0 %) 1,902 (100 %)

móst/mast-óf krót/krat-óf *pést/pst-óf lóp/lb-óf

‘bridge’ ‘mole’ hypothetical ‘forehead’

Table 2 Regression model for
yer words in the Russian lexicon Estimate SE z p(> |z|)

(Intercept) −3.90 .28 −13.76

medial SSP −1.76 .15 −11.50 < .0001

monosyllabic −.51 .07 −7.34 < .0001

complex coda −2.67 .64 −4.18 < .0001

items. In other words, the model in Table 2 predicts no difference between CVC and
CCVC monosyllables in their ability to host yers. As we show in Sect. 5, Russian
speakers do not distinguish between CVC and CCVC alternations in nonce words,
but they do rate alternations of words with complex codas as less acceptable.

We should note that our statistical analysis of the lexicon did not take morpholog-
ical complexity of polysyllables into account, but, as we will show in Experiment 2,
syllable count correlates with ratings even in nonce words that cannot be plausibly
analyzed into Russian morphemes. Our lexicon model is a good predictor of the dis-
tribution of yers in monomorphemic words, even though it includes polymorphemic
words in it.

Finally, we considered the distribution of lexical stress patterns among yer words.
There are two reasons to pay attention to stress. First, we are interested in vowel
quality, which only contrasts fully when stress is on the alternating vowel. Second,
the status of yers in the Russian lexical stress system has been a matter of some debate
(Halle and Vergnaud 1987; Melvold 1989; Idsardi 1992; Revithiadou 1999), and it
is reasonable to expect that in a system with contrastive stress, deletion of stressed
vowels would be disfavored. We considered the possibility that stress alternations or
lack thereof may be a factor in our experiments, so we checked the stress properties
of yer stems.

The distribution of stress types in Russian is well studied. Zaliznjak (1977) reports
that 92 % of all nouns have fixed stem stress, 6 % have stress on the last syllable, and
the remainder have stress alternations between the suffix and the initial syllable or
between the suffix and the penult (see Melvold 1989). Among yer morphemes, the
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distribution is slightly different. Most yer monosyllables have final stress, which is
the only logically possible option for them (e.g., [pjós]∼[ps-á] ‘dog (nom/gen sg)’;
the only exceptions are feminines such as /lo�yer / ‘lie’, which have mobile stress:
[l�-í]∼[ló�-ju] ‘lie (gen/inst sg)’). Longer yer words (again, 2nd declension mascu-
lines) have 64 % fixed stress, 35 % final stress, and 1 % other types. We excluded
words with the [-ok] suffix, which is post-accenting, and then looked at polysyllabic
masculines of the 2nd declension that did not end in [-ok]. In that comparison, the
percentage of stress types in non-yer words was the same, but among yer words, the
percentages were 84 % fixed stress, 14 % final stress, and 3 % other. To anticipate
our results, we did not find any effects of stress on yer deletion in either of our rating
studies, but we do not rule out the possibility that the somewhat higher prevalence of
the final stress pattern among yer words can have an effect on deletion.

To conclude, we confirmed the generalizations from our phonological analysis in
Sect. 2.1, such as SSP blocking of deletion. We also identified some previously un-
reported generalizations about Russian yer deletion: the absence of final clusters is a
robust correlate of yer morphemes, and monosyllables are actually less likely to have
alternations than longer words, even though CVC examples such as [ljón]∼[ljná]
‘linen (nom/gen sg)’ are ubiquitous in the literature and might be taken to be typical.

4 Experiment 1: Testing the quality generalization

The main hypothesis we were interested in testing in this experiment is stated in (18).

(18) The Quality Hypothesis: Alternations of mid vowels [é,ó] and their un-
stressed allophones [i,�] should be rated as more acceptable than alternations
of non-mid vowels [í,ú,á] and [u].

A secondary goal of this experiment was to ensure that morphological gender and
declension class did not affect speaker judgments.

4.1 Participants

All participants were adult native speakers of Russian (n = 69); they participated
anonymously and volunteered their time. The experiment was conducted on the web,
and participants were recruited online through various Russian language online com-
munities and groups on social networks.14

The participants volunteered the following information after they completed the
survey: gender (53 females, 15 males, one unreported), age (range 17–64, mean of
28, median 24, 9 unreported), location (30 from Moscow, 15 from other cities in
Central Russia, and the rest from elsewhere in Russia and the former Soviet Union),
and other languages spoken (15 reported some knowledge of another Slavic language,
almost everybody mentioned at least one of the major European languages).

14The sites were http://odnoklassniki.ru and http://livejournal.com.

http://odnoklassniki.ru
http://livejournal.com
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The server log indicated that speakers took on average 15 minutes to complete the
survey (median 12 minutes, range 7–48). We also checked each participant’s agree-
ment with the group by calculating the correlation between each participant’s re-
sponses and the average response of the rest of the group. We found no correlation
between agreement level, age, or time of completion.

4.2 Materials

A female native speaker of Moscow Russian recorded the stimuli in a sound-
attenuated room using a Marantz PMD660 solid state recorder using a head-mounted
Audio-Technica ATM75 microphone.15 The items were checked by two other lin-
guists who were native speakers of Russian, and they were deemed to sound natural.

The experiment included a total of 146 items (43 pairs of test words and 30 pairs
of fillers). The test words included 25 nonce monosyllables and 18 nonce disyllables.
The monosyllables were divided into four categories by declension class and gender.
Each word appeared as CVC and as CC-Vaff ix , though the morphological status of
these forms depends on the declension class and gender. In the nominative singular
(i.e., citation) form, Class II feminines and Class I neuters appear as CC-Vaff ix ,
whereas Class I masculines and Class III feminines appear as CVC. Each word was
paired with a declined form: a genitive singular or a genitive plural, depending on the
class and gender:

(19) Examples of nominative and oblique monosyllable forms

Class I neut. �r-ó (nom sg) �úr (gen/acc pl)
Class I masc. �ún (nom sg) �n-á (gen/acc sg)
Class II fem. zn-á (nom sg) zún (gen/acc pl)
Class III fem. súlj (nom sg) slj-éj (gen/acc pl)

Each noun was recorded with an agreeing adjective or determiner to disambiguate its
gender/declension class. The recorded adjective-noun pairs were paired with context
sentences that were presented orthographically alongside the adjective-noun sound
files (see the next Section).

Disyllabic nouns were split into two categories: fixed stress and mobile stress.
In ten nouns, stress alternated between the final CVC syllable and the affix vowel,
following the final stress pattern (e.g., [zutú�]∼[zut�-á]). The crucial comparison here
is between [é] and [ó] on the one hand and [í/ú/á] on the other. For eight nouns,
stress was fixed on initial position, so that the alternating vowel in the second syllable
was never stressed (e.g., [�ásut]∼[�ást-�]). In these words, the crucial comparison is
between [i,�], which are possible allophones of [e,o], and [u], which never occurs as
an allophone of a mid vowel in Russian. All monosyllables also followed the final
stress pattern, so the alternating vowel appeared as stressed. A full list of all the test
items appears in the Appendix.

The consonants on either side of the vowel were chosen so that the cluster resulting
from deletion was of a type attested in word-initial position in the language. (The only

15One of the co-authors. Moscow Russian is considered to be the broadcast standard dialect.
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exception was [
inj]∼[
njej]; the cluster #
nj does not occur in any existing words,
but it is quite close to attested clusters such as #
m and #
t.)

The 30 fillers had word-final voicing alternations, diminutive suffixes accompa-
nied with consonant mutation, and no alternations at all.

4.3 Methodology

The participants were given written instructions (in Russian) that they would hear
made-up words that were similar to words of Russian. Each word would appear in
two inflected forms, and the participants’ task was to grade the inflected form as a
form of the first word they heard. The grading scale was from 1 “very bad” to 7
“excellent,” and the numbers from 2 to 6 could be used for intermediate forms. The
participants then saw two “excellent” training examples and two “very bad” ones.
The “excellent” examples were [vóp]∼[vóp-�] and [p�út]∼[p�ud-óm]; the latter was
included to ensure that participants saw an example of a word with a stress alterna-
tion and a ubiquitous voicing alternation. The “very bad” examples were [b	́�ik]∼
[b	�ík-�mi] and [xakát]∼[xakít-�]. The first pair has a stress alternation of an unat-
tested type.16 The second pair has an unattested vowel quality alternation in stressed
position. Test word pairs were randomized and randomly interspersed with filler
pairs.

The stimuli were presented in pairs: a nominative form followed by an oblique
inflected form. Each test word was presented both orthographically in a syntactically
appropriate context sentence (e.g., “Here sits Nomsg” or “They see
Acc sg” or “They have no Gen pl”) and as a sound file, paired with the
adjective. Participants had to listen to each sound file in order to advance to the next
stage of the experiment. After both forms appeared, the participant had to click one
of seven buttons rating the second form. The instruction was “Please rate the word

as a form of the word .”

(20) An example pair of forms and instruction to participants

Vot sidit belyĭ gun. ‘Here sits a white gun (nom sg).’ [sound file: “bjél	j
�un”]
Oni vid�t belogo gna. ‘They see a white gun (acc sg).’ [sound file:
“bjél�v� �na”]

Prosim vas ocenit� slovo gna, kak formu slova gun.
‘Please rate the word ‘�n-a’ as a form of the word ‘�un’

oqen� ploho 1 2 3 4 5 6 7 otliqno
very bad excellent

16Prior work suggests that moving stress in Russian from its fixed location in lexically stressed words can
result in significantly degraded grammaticality judgments (Gouskova 2010).
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Fig. 1 Density plots for rating of V∼Ø alternation by monosyllabicity and stress

4.4 Results

As expected, paradigms with V∼Ø alternations were given higher ratings when the
alternating vowel was mid [e,o], and lower ratings when the vowel was high or low
[a,i,u]. This is seen in the beanplot in Fig. 1, where the mean ratings for [e,o] (4.48)
are overall 1.53 points higher than the mean ratings for the high and low vowels
(2.95).17,18

The first two panels in Fig. 1 show that mid vowels are more acceptable as yers
than non-mid vowels, and that the effect is stronger in the finally stressed polysylla-
bles, reflecting the trend in the lexicon (Sect. 3), where yer alternations are more com-
mon in polysyllables. The third panel shows that in unstressed position, deletion of
[i] and [�] is more acceptable than deletion of [u], the only vowel found in unstressed
position that cannot be an allophone of [e] or [o]. In initial stress polysyllables, [i]
stands for orthographic “e”, whereas [�] combines the results for orthographic “o”
and “a”.

These effects were tested in a mixed effects regression model that was fitted in
R (R Development Core Team 2011) using the lmer() function of the lme4 package
Bates and Maechler (2009). A base model was fitted with rating as a dependent vari-
able, and with two predictors as fixed effects: mid, a binary factor that contrasted
[e], [o] and unstressed [a] with all other vowels, and monosyllabic, a binary predictor
that contrasted monosyllables and polysyllables, and the interaction of these two fac-
tors. We used a fully crossed model, with random by-item and by-participant slopes
for mid*monosyllabic. The predictors were normalized with the scale() function to
reduce collinearity in the model. The final model enjoys low collinearity measures
(κ = 1.40, VIF≤1.03, all correlations< .16). The resulting model is given in Table 3
with p-values estimated directly from the t-scores, as no other method is available at
the moment.

17The rating data from Experiments 1 and 2 are available at http://becker.phonologist.org/projects/russian/.
18A beanplot is a vertical density plot with a horizontal line to mark the mean. The thickest part of the
bean corresponds to the greatest number of ratings at that level; thus, the most common rating given to
polysyllables with final stress in which the vowel [e] alternates with zero is “7”, with “6” somewhat less
common, and the rest of the ratings still less common. These graphs do not include error bars because they
show the overall rating distribution for each category and are more informative than barplots or boxplots
for rating data.

http://becker.phonologist.org/projects/russian/
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Table 3 Regression model for
nonce word ratings,
Experiment 1

Estimate SE t p

(Intercept) 3.60 .14 26.43

mid .74 .11 6.99 < .0001

monosyllabic −.20 .10 −2.02 < .05

mid:monosyllabic −.31 .09 −3.38 < .001

Additionally, several other factors were considered and were found not to make
significant improvements to the model. These included grammatical factors, such as
the gender of the nouns, the position of the alternating vowel in the paradigm (nom
or gen/acc), the position of stress, and the identity of the consonants that precede
or follow the alternating vowel (which were considered individually and in natural
classes). While all of these factors could imaginably influence speakers’ reactions
to the novel nouns, we didn’t have any particular expectation about the direction or
size of these effects, and we were not surprised that they didn’t have much predictive
power.

In addition to the grammatical factors, we considered two lexicon-based fac-
tors: log bigram probability of each word (i.e., the sum of the log frequencies of
each segment given the preceding segment), and neighborhood density of each word
(Luce and Pisoni 1998). We generated these measures for the base (nom) and for
the derivative (gen/acc). We used two word-lists as lexical bases: Sharoff (2005), a
32,000 item list that is derived from a large corpus, and Usachev (2004), a 93,000
item list that is derived from Zaliznjak’s (1977) dictionary. We thus got 8 predic-
tors (2 word-lists * 2 morphological categories * 2 lexicon-based factors). None
of these 8 predictors made a significant improvement to the model, either on its
own, or with its interaction with mid or monosyllabic. This is not surprising given
the accumulating body of evidence for the irrelevance of such lexicon-based mea-
sures in paradigmatically-oriented tasks (Bybee 1995; Albright and Hayes 2002;
Hay et al. 2003; Becker et al. 2012); recall that we asked participants to rate the
goodness of paradigmatic relationships, not the goodness of either member of the
paradigm.

To summarize, we saw that mid vowels alternating with zero were rated signifi-
cantly higher than non-mid vowels, and that this difference was bigger in polysylla-
bles than it was in monosyllables.

5 Experiment 2: testing context effects

The hypotheses we tested in this experiment are summarized below. Medial SSP
Blocking is predicted by our phonological analysis. The second hypothesis is an ex-
pectation based on our analysis of the lexicon in Sect. 3: since yer morphemes never
have final clusters even in their base forms, such words should be rejected as alterna-
tors.
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(21) Medial SSP Blocking Hypothesis: Alternations that create medial SSP-
violating CCC clusters should be rated lower than alternations that create
SSP-obeying CCC clusters.

(22) Coda Cluster Blocking Hypothesis: Alternations in monosyllabic roots with
CC clusters in unaffixed forms (CVCC∼CCC-V) should be rated lower than
alternations in two-consonant roots (CVC∼CC-V) or in monosyllables with
onset clusters (CCVC∼CCC-V).

5.1 Participants

The participants were recruited in the same way as in Experiment 1 (see Sect. 4.1).
All participants were adult native speakers of Russian (n = 118); they participated
anonymously and volunteered their time.

The participants volunteered the following information after they completed the
survey: gender (59 females, 52 males, 10 unreported), age (range 17–60, mean of 30,
median 27, 25 unreported), location (53 from Moscow, 7 from St. Petersburg, and
the rest from elsewhere in Russia and the former Soviet Union), and other languages
spoken (12 reported some knowledge of another Slavic language, almost everybody
mentioned at least one of the major European languages). The server log indicated
that speakers took on average 18 minutes to complete the survey (median 11 minutes,
range 7–176).

We also asked participants whether they had taken Experiment 1, with 29 saying
yes, 83 no, and 6 unreported. We assume the unreported people had not taken Ex-
periment 1. There were no systematic differences between the participants who took
the first experiment and those who didn’t. There was very high agreement between
the groups, as confirmed by a comparison of the average ratings per item for each
group. The correlation is excellent, with most items lying close to the identity line
(Pearson’s product-moment correlation, r = .86,p < .0001).

5.2 Materials

The materials for this experiment were recorded by the same speaker and on the
same equipment as in Experiment 1 (see Sect. 4.2). There were 66 pairs of stimuli
altogether. Since we found that the order of presentation of vowelled vs. vowelless
forms did not affect the ratings, we presented the vowelled stimuli first. All the new
forms were of the masculine second declension. This declension has a null affix in
the nominative (e.g., [�usjél]) and an /-a/ affix in the genitive/accusative (e.g., [�usl-á].
We kept the number of back and front yers equal within each group, to the extent that
this was possible. In addition to the 60 pairs that tested new hypotheses, we included
six control words with deletion of [u], three CuC monosyllables and three CVCuC
disyllables. These were included to ensure that we were getting consistent results
between groups. Recall that [u] was the worst alternator in our last experiment. All
of our test items are listed in the Appendix.

There were 42 pairs for testing the effects of syllable structure constraints. In six
pairs, deletion yielded medial CCC clusters that could be syllabified into C.CC with-
out violating the Sonority Sequencing Principle. In another six pairs, deletion yielded
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a medial CCC cluster with a sonorant as C2, which cannot be syllabified without vi-
olating the SSP. There were 10 pairs of words where deletion yielded an initial CCC
cluster: five with an initial cluster in the null-affix form, as in CCVC, and five with a
final cluster in the null-affix form. Finally, there were 10 pairs each of monosyllabic
CVC words that had initial CC clusters after deletion; in 10 of them, the first con-
sonant was an obstruent, and in the other 10, it was a sonorant. The number of front
and back yers was about even, although there were slightly more back yers than front
ones, to reflect the lexical tendencies.

(23) Examples of stimuli for testing the syllable structure hypotheses

We also included 18 pairs to control the effects of stress. There were six pairs
with fixed stress, six pairs with stress alternating and never falling on a yer, and six
pairs with stress alternating between the yer syllable and the affix. Each set included
3 words with /e/ and 3 words with /o/ yers.

(24) Examples of stress alternation stimuli

There were 52 pairs of fillers, which either had no alternations at all or had voicing
alternations, attested stress alternations, unattested stress alternations, and unattested
vowel quality alternations.

5.3 Methodology

The methodology was the same as in Experiment 1 (see Sect. 4.3). Since we had more
test items, we did not present each participant with the entire set, in order to keep
the duration of Experiment 2 approximately the same as that of Experiment 1. Each
participant heard only a subset of the 138 items, in 69 trials of inflected pairs (44 test
items and 25 fillers). The test items were distributed so that each participant heard
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Fig. 2 Vowel quality effects in mono- and polysyllables

4 randomly drawn paradigms out of each of the three sets of 6 stress CVC(C)VC
disyllables, 4 paradigms out of each of the two CVCCVC disyllable sets, 7 paradigms
out of each set of 10 CVC monosyllables, 3 paradigms out of each set of 5 CVCC and
CCVC monosyllables, and 4 paradigms with [u] (4∗3+4∗2+7∗2+3∗2+4 = 44).

5.4 Results

Reaffirming the results from Experiment 1, participants rated paradigms with deletion
of [u] significantly lower than those with [e] or [o], as shown in Fig. 2 below (on
average, 2.8 vs. 3.3 on the 1–7 scale), with [e] and [o] equally acceptable as deleted
vowels. Additionally, monosyllabic stems were rated slightly but significantly lower
than polysyllabic ones (3.2 vs 3.4).

Looking at items with [e] and [o], we focus on the monosyllables first. As seen
in the left panel of Fig. 3, deletion in stems with complex codas (CVCC) was rated
significantly worse than deletion in a stem with simplex coda (CVC and CCVC) (2.2
vs 3.4). Both CCVC and CVCC give rise to tri-consonantal clusters in the genitive,
but CCVC items were only rated slightly lower than CVC (3.2 vs. 3.4).19 Among the
polysyllables, items whose genitive violates SSP, such as [kasnjét]∼[kasnt-á], were
rated significantly worse than others (1.7 vs. 3.9). Items with an SSP-obeying CCC
medial cluster, such as [pjiltjér]∼[pjiltr-á], were only rated slightly worse than items
with no CCC cluster at all (3.6 vs. 4.0).

The effect of stress was small overall. Among CVCVC items, those with stress
fixed on the stem-initial vowel were rated best (4.3), followed by those with final
stress throughout (4.2), and rated lowest were items with initial stress in the base and
final stress in the genitive (3.5).

The statistical analysis was again done with the lmer() function in R. A base model
was fitted with rating as a dependent variable and item and participant as random
effects. The following predictors were added to the base model, one at a time:

• monosyllabic (a binary factor that was true for monosyllabic items)

19The individual items’ ratings are: [kjest] 2.58, [stjek] 2.51, [kjetr] 1.37, [spol] 3.57, [mot�] 2.48, [msjet]

3.22, [sotr] 2.55, [spjer] 3.57, [vosp] 2.17, [vsop] 3.07. Even within those CVCC and CCVC wugs
whose clusters are almost completely matched, the CVCC wugs are comparatively worse: for [fsp], [fsop]
3.07�[vosp] 2.17, for [spr/str], [spjer] 3.57�[sotr] 2.55). Our statistical model includes a by-item random
slope, so the individual variance is taken into account.
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Fig. 3 Effects of syllable structure in mono- and polysyllables

Table 4 Regression model for nonce word ratings, Experiment 2

Estimate SE t p

(Intercept) 3.29 .12 26.65

medial.SSP −.57 .08 −7.01 < .0001

complex.coda −.35 .08 −4.62 < .0001

vowel=u −.24 .08 −2.91 < .005

monosyllabic −.23 .08 −2.82 < .005

• medial.SSP (a binary factor that was true for genitives with an intervocalic CRC
cluster that could not be syllabified as C.RC or CR.C without an SSP violation)

• complex.coda (a binary factor that was true for CVCC nominatives)
• vowel (a binary factor that was true for [u] and false for [e,o])

Adding each of these four predictors in order made a significant improvement to the
model. The only interaction to consider was that of monosyllabic and vowel, and it
did not improve the model. The model was not improved by considering stress or the
presence of CCC clusters in either monosyllables or polysyllables. To reduce the cor-
relations in the model, all variables were normalized using R’s scale() function, and
monosyllabic was residualized against medial.SSP and complex.coda, so its effect is
measured above and beyond the predictive power of medial.SSP and complex.coda.
Then, we added the four predictors as by-participant random slopes, which further
improved the model significantly (a fully crossed model did not converge). The re-
sulting model, shown in Table 4, enjoys low collinearity scores (κ = 1.2, VIF≤1.02,
all correlations < .12). The p-values for the final model were estimated based on the
t-score.

As we did with Experiment 1, we checked the effect of lexicon-based predic-
tors: log transitional probabilities and neighborhood densities for the base and the
derivative, again using the same two dictionaries as before. We thus got 8 predic-
tors (2 word-lists, 2 morphological categories, 2 lexicon-based factors). In addition
to these 8 predictors, we also calculated log transitional probabilities and neighbor-
hood densities of the base and derivative in a list of 8,000 yer-containing words we
extracted from Usachev (2004), as it stands to reason that a word may be a yer word
if many of its neighbors are yer words. With these four predictors, we had a total of
12 lexicon-based predictors.
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We measured the ability of these 12 predictors to model the ratings we got by
making 12 superset models that have our four grammatical predictors from Table 4
and one of the lexicon-based predictors. Of those, 11 predictors made no significant
contribution to the model (ANOVA model comparison, all χ2 < 1, all p > .1), but
the neighborhood density of the base that was calculated based on the yer words did
make a significant improvement (ANOVA model comparison, χ2(1) = 5.56, p < .05).
This contribution, however, is a mere fraction of the contribution of the grammatical
predictors (ANOVA model comparison, χ2(4) = 55.17, p < .0001). The magnitude of
the difference between these models suggests that an account that relies on analogy
would achieve only a small portion of the empirical coverage of our account. In other
words, while lexicon-based predictors are not completely useless at predicting the
participants’ treatment of novel words, their contribution is very weak relative to our
grammar-based analysis.

6 Discussion and conclusions

Our examination of the lexicon confirmed two new generalizations about yer dele-
tion: monosyllables are relatively unlikely to alternate, and words with coda clusters
and CRC clusters are almost categorically prohibited from doing so. This is part
of the speakers’ phonological knowledge, and our experimental results suggest that
Russian speakers demonstrate this knowledge when asked to rate novel words with
yer alternations. Speakers know that mid vowels can be deleted, whereas low and
high vowels cannot. Speakers also know that deletion cannot create a cluster that
violates the Sonority Sequencing Principle medially—even though such clusters are
attested in existing Russian words. Yer deletion is lexically-restricted in Russian, but
the patterns are still grammatically governed. Moreover, our results suggest that the
phonological grammar must specify these aspects of yer deletion. Traditional anal-
yses that view the mid vowel quality as accidental (Kenstowicz and Rubach 1987;
Yearley 1995; see Sect. 2.2) would have difficulty explaining the findings of Ex-
periment 1. The effects of syllable structure that we found in Experiment 2 present
a similar problem for the quasi-historical analyses whereby yers are realized before
other yers, as opposed to syllabically-defined contexts (Lightner 1972; Halle and Ma-
tushansky 2006, and others).

Purely phonological accounts such as Gouskova (2012) do not account for all of
our findings, however—speakers do form some generalizations about yer morphemes
from trends in the lexicon. No phonological account that we know of predicts that
CVCC words would be rated worse than CCVC and CVC words in our Experiment
2. Gouskova’s account actually predicts that CVC should be a better alternator than
CVCC and CCVC, since in the latter two, deletion creates an initial CCC cluster,
which is phonotactically relatively ill-formed. The model of the lexicon in Sect. 3
explains the effect we found, however. There are very few CVC yer words in the
Russian lexicon, and no CCVC or CVCC yer words. On the other hand, there are
plenty of disyllabic and polysyllabic yer words, and they supply the crucial evidence
about the status of CC# clusters in alternating words. Monosyllables are significantly
less likely to have deletion than polysyllables—this is an effect not unique to Russian
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(Becker et al. 2011, 2012), and we did indeed find that monosyllabic wugs were rated
as worse alternators than disyllabic ones. The degraded status of CVCC is projected
from the behavior of disyllables in the lexicon: they are not allowed to have coda
clusters, so neither are wugs.

Properties such as lack of coda clusters in yer words are islands of reliability in
the sense of Albright and Hayes (2003): phonotactic generalizations that happen to
hold of yer morphemes, even though they are violated in the language as a whole.
Albright and Hayes show that such generalizations robustly guide people’s behavior
in wug experiments testing morphological rules, and we confirmed this finding in our
study of a phonological alternation. Phonological analyses of yer deletion recognize
the importance of coda cluster avoidance (Szpyra 1992; Yearley 1995; Gouskova
2012): yers are, after all, retained when the alternative is a coda cluster. The surprising
finding in Experiment 2 is that speakers reject alternations that affect words with
coda clusters even when the coda clusters are not created by yer deletion (CVCC∼
CCC-a). This suggests that Russian speakers form a phonotactic generalization about
yer morphemes that is not only responsible for blocking deletion but holds statically
of unaffixed forms.

The generalization that yer morphemes cannot end in CC# applies both to the
output of deletion (i.e., */sotor/→[sotr]) and to the input to it (i.e., */sotr-a/→
[str-á]). Our OT analysis in Sect. 2.1 solves only the output part of this problem,
because in our account, *CC# dominates *MIDyer and blocks deletion. The asym-
metry between CVCC and CCVC alternators in our experiment, on the other hand,
is based on inputs—it is a source-oriented generalization (Albright and Hayes 2003).
Source-oriented generalizations are known to be problematic, and we will not solve
the problem here, but we will speculate about how to pursue a solution. In Rus-
sian, indexation to *MIDyer implies satisfaction of *CC#, and the behavior of our
Russian speakers suggests that they have learned that yer morphemes are subject to
stricter phonotactic constraints than the rest of the language. Phonotactic constraints
about the language as a whole are learned fairly early, certainly before restricted
alternations are acquired (Jusczyk et al. 1994). If *CC# is demoted below faithful-
ness for the language as a whole in this phase of learning (Prince and Tesar 2004;
Hayes 2004), then phonotactic learning has to restart when the learner detects in-
consistencies in alternation patterns that require constraint cloning. This phonotactic
re-learning will be redone just for the alternating morphemes, since for these, *CC#
has to dominate all faithfulness constraints, not just MAX-V. The result of phonotac-
tic learning for morpheme subclasses is a phonologically stratified lexicon (Ito and
Mester 1995 et seq.).

Finally, our findings allow us to assess suppletive allomorphy theories of lexically-
restricted alternations. Such theories come in two flavors: phonologically-conditioned
allomorphy, where the markedness constraints select the most suitable allomorph for
the context, and analogy, where the choice of allomorph is based on what similar mor-
phemes do in the same context (see Sect. 2.3). The phonologically-conditioned allo-
morphy theory can explain various phonological properties of the alternation (using
much of the same machinery, e.g., the constraint *MID, that a phonological alterna-
tion account would use), but it cannot make predictions about how novel words will
behave. The reason for this is that there are many markedness constraints in the gram-
mar, and there is no way of localizing the selector effect to just the constraints that
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happen to be relevant to Russian yers. The relevant generalizations about the shape
of allomorphs could be extracted by analogy, but there is a well-known problem with
this solution: it is difficult to zero in on just the relevant aspects of the morphemes’
shapes. We tested measures of lexical similarity such as lexical neighborhood density
and transitional probabilities, and while not completely useless, their ability to pre-
dict speakers’ ratings of wugs was far more limited than grammatical measures. Our
results show that speakers use grammatical principles to organize their lexicon, even
those lexical patterns that are limited in scope.
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Appendix

Test words used in Experiment 1

(25) Monosyllables (25 pairs)

(26) Disyllables (8 pairs, initial stress, all masculines)
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(27) 10 disyllables (10 pairs, final stress)

Test words used in Experiment 2

(28) Stress alternations in disyllables (6 pairs of each type)

(29) Medial CCC clusters (all with alternating final stress)
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(30) Initial CC and CCC clusters

(31) Control stimuli with deletion of [u] (6 pairs)
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Zaliznjak, Andrej Anatoljevich. 1977. Grammatičeskij slovar’ russkogo jazyka [A grammatical dictionary
of the Russian language]. Moscow: Russkij Jazyk.

Zec, Draga. 1988. Sonority constraints on prosodic structures. PhD dissertation, Stanford University, Stan-
ford, CA.

Zuraw, Kie. 2000. Patterned exceptions in phonology. PhD dissertation, UCLA, Los Angeles, CA.

http://www.R-project.org
http://www.comp.leeds.ac.uk/ssharoff/frqlist/frqlist-en.html
http://dict.buktopuha.net/all_forms.rar
http://ling.auf.net/lingbuzz/001318
http://roa.rutgers.edu

	Nonce words show that Russian yer alternations are governed by the grammar
	Abstract
	Introduction
	Lexically-restricted phonology at the level of the morpheme
	Morpheme-level exceptionality and constraint cloning
	Alternative I: abstract segment-by-segment marking
	Alternative II: suppletive allomorphy and analogy

	A statistical analysis of yers in the Russian lexicon
	Experiment 1: Testing the quality generalization
	Participants
	Materials
	Methodology
	Results

	Experiment 2: testing context effects
	Participants
	Materials
	Methodology
	Results

	Discussion and conclusions
	Acknowledgements
	Appendix
	Test words used in Experiment 1
	Test words used in Experiment 2

	References


